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Nowadays, machine learning algorithms and methods are used in multiple areas of studies to achieve practical and pro-
ductive solutions. Agriculture is one of the industries where the impact is significant, especially in the area of crop yield
prediction and crop selection which is crucial for ensuring food security and improving agricultural practices. In a coun-
try like Ethiopia, where the economy is highly dependent on agriculture, and farming in particular, leveraging the pow-
ers of Al and machine learning is crucial. However, the use of these technologies in Ethiopian agriculture remains lim-
ited, mainly due to the lack of well-organized and digital datasets and lack of technological advancements.

The aim of this study is to increase the accuracy of crop yield prediction in Ethiopia and provide information that can
help farmers and policymakers improve crop productivity. In this study, a crop yield prediction model was developed
based on historical data that includes factors such as crop type, rainfall, temperature, Area cultivated, production, and
pesticides.

Among the algorithms considered in this study, GradientBoostingRegressor achieved the highest value of the R-square —
90% compared to others which indicates its best predictive ability. However, the study also acknowledges the contextu-
al advantages of other algorithms, highlighting the importance of selecting models that are appropriate for specific data
sets and purposes. The accuracy and efficiency of agricultural planning and resource allocation in Ethiopia can be great-

ly improved by using machine learning techniques for crop production prediction.
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Ethiopia's agricultural sector plays a vital role in its
economy, accounting for 40% of the country’s gross
domestic product (GDP), 80% of exports, and an esti-
mated 75% of the country's workforce (employment)
[1]. «Ethiopia's crop agriculture, mainly driven by small
farms that cultivate cereals such as teff, wheat, maize,
sorghum, and barley, and oats has significantly contrib-
uted to the total value added. Smallholders, who make
up 96% of the total farmed land, primarily produce ce-
reals for both consumption and sales. Due to the limited
amount of land available for cultivation, especially in
the highlands, future growth in cereal production will
largely depend on yield improvementsy [2].

Studies also showed that there is a significant an-
nual fluctuation in cereal crop yield from 1994 to 2021,
which underlines the significance of understanding
these trends for sustainable agricultural planning and
food security [3]. crop yield prediction using machine
learning techniques is essential for effective agricultural
planning and resource allocation in Ethiopia [4].

Traditional methods often lack accuracy and time-
liness, prompting the exploration of advanced tech-
niques such as machine learning (ML) [5]. Robots, sen-
sors, drones, and algorithms can execute traditional ag-
ricultural tasks more quickly, such as weeding, pesticide
application, irrigation, fertilizer recommendation, and
soil nutrition and moisture status monitoring [6—8].

Our research builds on using machine learning al-
gorithms and domain-specific data. By integrating sup-
port vector models (SVM), long short-term memory
(LSTM), and recurrent neural networks (RNN), previ-
ous studies have shown promising results in predicting
crop yield based on various factors such as water avail-
ability and fertilizer use [9]. In addition, the integration
of geospatial technologies and the Internet of Things
with machine learning algorithms has opened up new

opportunities for real-time monitoring and decision
making in agriculture [10]. Furthermore, recent studies
have shown the potential of new crop yield forecasting
methods specific to Ethiopian agriculture. An analogue
approach to crop yield forecasting in the Upper Blue
Nile Basin of Ethiopia, for example, uses historical soil
moisture and crop yield data to achieve high forecast
accuracy, addressing the limitations of traditional fore-
casting methods and providing valuable information for
real-time seasonal forecasts [11].

Moreover, advances in the use of remote sensing
data and machine learning algorithms have enabled ac-
curate prediction of agricultural losses due to drought in
Ethiopia, offering important information for early inter-
vention planning and improvement of existing early
warning systems [12]. These developments highlight the
importance of innovative approaches to crop yield fore-
casting and their potential to revolutionize agricultural
management practices in Ethiopia and similar regions.
This paper presents a customized approach to yield pre-
diction focusing on seven major crops namely teff, bare-
ly, wheat, maize, sorghum, millet and oats in the nation-
al regional states of Ethiopia.

Material and methods

Historical crop yield data for the period 1996 to
2022 for nine regions and one federal level city admin-
istration (Dire Dawa) is collected from the Central Sta-
tistics Agency of Ethiopia (CSA) [13]. Climate data and
pesticide information are from FAO and World Bank,
respectively [14, 15]. The dataset is composed of 1,820
samples each with nine unique attributes. Using Jupyter
Notebook as the platform. Figure 1 below shows an
example of the dataset before preprocessing.

The initial data undergoes preprocessing to handle
Null values, removing outliers, applying OneHotEncod-
er to categorical features, and normalizing features. Af-
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ter preprocessing, our dataset is reduced to 1,132 sam-
ples. To make model training and evaluation easier, the
dataset is divided into training and testing subsets. The
dataset is then subjected to a variety of Regression
models. Gradient Boosting Regression, Random Forest
Regression, Decision Tree Regression, Gaussian Pro-
cess Regressor, Kneighbors Regressor and Linear Re-
gression models are trained on a pre-processed dataset,
taking into account factors specific to the Ethiopian ag-
ricultural context.

For effective training and testing of our model, we
used an 80/20 ratio. In particular, 905 samples, or 80%
of the dataset, were allocated for training the model, and
227 samples, or 20% of the dataset, were randomly se-
lected for testing its performance. Each region crop
combination was considered as a separate time series to
ensure model training and testing reflected real-world
conditions. Finally, the most accurate model is chosen
by carefully assessing its ability to predict crop yields
using the testing dataset. Figure 2 below clearly shows
how the system components interact with each other,

Data processsing

starting with preprocessing the data and ending with
analyzing the results and choosing the best model. The
proposed system is capable of determining crop yields.

Region crop type Year Rainfall(mm) Temprature(C) Pesticides(kg)
8 Tigray Teff 199 §72.01 23.14 383000
1 Tigray  Barely 199 §72.01 23.14 383000
2 Tigray Wheat 1996 §72.01 23.14 383000
3 Tigray Maize 1996 §72.01 23.14 383000
4 Tigray Sorghum 1996 §72.01 23.14 383000
Area cultivated(Ha) Production(kg) Yeild (kg/ha)
] 87880.9 60827000 692
1 87350.9 81711000 935
2 84550.9 84553000 1091
3 45850.9 67963000 1509
4 96140.9 172968600 1799

Dataset size: (1820, 9)
Fig. 1. Sample Dataset
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Fig. 2. Block Diagram of Proposed system

Results and Discussion

The effectiveness of each model is evaluated based
on Root Mean Square Error (RMSE), Mean Absolute
Error (MAE) and the coefficient of determination
(R-squared index) Values. As described in Table 1
among the evaluated models, GradientBoostingRegres-

sor and DecisionTreeregressor demonstrate relatively
higher R2 values compared to others, indicating higher
prediction accuracy. In addition, both Gradient Boosting
Regression and Decision Tree regression exhibit lower
RMSE and MAE values, which on average indicate
lower prediction errors.

Joknaovr TYCYP, 2024, mom 27, Ne 3



B.B. Mekecha, A.V. Gorbatov. Crop yield prediction in Ethiopia using gradient boosting regression 127

While GradientBoostingRegressor achieves the
highest R-squared score of 90%, indicating a best fit to
the data compared to other models. DecisionTreeregres-
sor follows with an R-squared score of 85%, which
makes it the second best model. Linear Regression indi-
cates a relatively high R-squared scores of 75%, outper-
forming the RandomForestRegressor with 68%. Mean-
while, the KNeighborsRegressor and GaussianPro-
cessRegressor achieve R-squared scores of 66% and
51%, respectively, showing that they also perform rea-
sonably well, though less effectively than the other
models.

Table 1
Model Performance Comparison

Models RMSE| MAE | (R?) score(%)
GradientBoostingRegressor | 0.04 | 0.03 0.90
RandomForest Regressor 0.08 | 0.06 0.68
DecisionTree regressor 0.05 | 0.03 0.85
GaussianProcess Regressor | 0.09 | 0.06 0.51
KNeighborsRegressor 0.08 | 0.05 0.66
Linear Regression 0.07 | 0.05 0.75

These results provide valuable information on the
comparative effectiveness of various regression models,
allowing stakeholders to select the most appropriate
model for predicting crop yields based on specific re-
quirements and preferences.

Table 2 summarizes the hyperparameters chosen
for the GradientboostingRegressor model. The chosen
configurations, such as 0.1 learnig rate and 200
n_estimators, were carefully chosen to strike a balance
between model complexity and performance. Overfit-
ting is reduced by setting a max_depth of 3 and a sub-
sample rate of 0.8, which limits tree complexity and
introduces randomization into data sampling. Using a
min_sample split value of 2 and a min sample leaf

value of 1, the model performs well in generalization
while capturing detailed patterns. By reducing variance,
the usage of max features set to'sqrt' ensures that a sub-
set of features is considered for each split, increasing
model robustness. In order to achieve the best possible
balance between generalization and accuracy, these hy-
perparameters were selected using domain expertise and
the model's performance on the validation set.

Table 2
GradientBoostingRegressor parameters used for predic-
tion

Parameters Values
Learning_Rate 0.1
N_Estimators 200
Max_Depth 3
Min_Samples_Split 2
Min_Samples_Leaf 1
Subsamples 0.8
Max_Features sqrt

The scatter plot in Fig. 3 clearly shows that there is
a good correlation between actual and predicted Yield
,with the majority of the data points closely following a
predicted straight line .even though there is a wide range
of data points between 500 and 3,000 kg/ha, where the
models showed higher reliability, for yield exceeds
3,000 kg/ha, there is a significant amount of variability,
which indicates some prediction errors. These errors are
likely due to a lack of sufficient training data outside the
500 to 3,000 kg/ha range.

Additionally Mean Absolute percentage error
(MAPE) is evaluated for evaluating the accuracy of the
models and 11% MAPE value is a reasonably good lev-
el of success in predicting agricultural yield; although
there is still a room for improvement, particularly in
reducing prediction errors for higher yield values.

Actual vs. Predicted Yield (Ethiopian Agriculture)
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Fig. 3. Actual vs Predicted Yield
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Conclusion

There is a lot of promise for increasing agricultural
production and food security in Ethiopia through the use
of machine learning techniques for crop yield predic-
tion.

The study proposed a GradientBoostingRegressor
as the best model for predicting crop yields in Ethiopia
based on historical weather, Agricultural and pesticide
data. This study achieved RMSE of 0.04, MAE of 0.03,
and R2 value of 0.90. DecisionTree regressor also
showed good performance characteristics and could also
be expanded on further to obtain better results Future
studies should evaluate more machine learning models
and algorithms on the large and accurate dataset which
include other factors like soil quality and irrigation pat-
tern to improve the performance of the models. Addi-
tionally, remote sensing data can be merged with statis-
tical data to improve the model’s performance. Farmers
and policy makers can make informed decisions to op-
timize crop management practices, reduce risks, and
improve overall farming outcomes using historical data
and advanced algorithms. Further research and funding
in the field of machine language-based crop forecasting
is needed to address the various obstacles and prospects
that exist in Ethiopia's diverse agricultural sector.
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Mexkeua b.b., 'opbaros A.B.
IIporno3uposanue ypoxaiiHocTd B Ipuonun
¢ HCIOJIb30BAHUEM IPAaHEHTHOI perpeccun

B HacrosIee BpeMsl alropuTMbl U METOJbI MAIIHHHOTO 00y-
YEHHs UCIIONIB3YIOTCSI BO MHOTHX O0JIACTSAX UCCIIEOBAaHUM IS
JOCTH)KEHHSI TPAKTUUYECKUX W MPOAYKTHBHBIX PEIICHUIL.

Hoxnaoer TYCYP, 2024, mom 27, Ne 3


https://doi.org/10.5539/sar.v11n1p34
https://doi.org/10.5539/sar.v11n1p34
https://doi.org/10.11%2055/2023/6675523
https://doi.org/10.11%2055/2023/6675523
https://doi.org/10.1007/s10584-019-02432-7
https://doi.org/10.1007/s10584-019-02432-7

B.B. Mekecha, A.V. Gorbatov. Crop yield prediction in Ethiopia using gradient boosting regression 129

CenbcKoe XO3SIMCTBO SIBISIETCS. OJHOM M3 OTpacieil, rae BIus-
HHUE SBIAETCS 3HAUUTENbHBIM, OCOOEHHO B 00JacTH MPOTHO-
3UPOBaHMA YPOXKAWHOCTH U BHIOOpA CEIBCKOXO3HCTBEHHBIX
KyJIbTYp, YTO MMEET pellaroliee 3Ha4eHHe IS 00ecTieueHuUst
IIPOJIOBOJIGCTBEHHON OE30ITaCHOCTH M COBEPUICHCTBOBAHUS
METO/I0B BeJIeHHs CEIbCKOro Xo3siicTBa. B Takoil crpane, kak
O¢wuonus, Te YKOHOMHKA B 3HAUUTEIHHOH CTENEHU 3aBUCHUT
OT CEITbCKOTO XO3fHCTBAa U, B YAaCTHOCTH, OT (hepMepcTBa B
LEJIOM, HCIONb30BaHUE BO3MOXKHOCTEH MCKYCCTBEHHOTO HH-
TeJNIeKTa U MAIIMHHOTO OOYYeHMsI MMEET pellaroliee 3Hade-
Hue. OIHAKO HCIONB30BAHUE ITHX TEXHOJOTHH B CENbCKOM
Xo3stiicTBe D(PHONNHN OCTaeTCs OTPAaHWYECHHBIM, IJIABHBIM 00-
pa3oM, H3-3a OTCYTCTBHSI XOPOIIO OPTaHU30BaHHBIX U IU(po-
BBIX HA0OPOB JAHHBIX M TEXHOJIOTUUECKUX TOCTHKEHHUI.
[enpro 1aHHOrO UCCIENOBaHUS SBIIETCS MOBBIIICHHE TOYHO-
CTH NIPOTHO3UPOBAHUS YPOKAWNHOCTH CEJILCKOXO3HCTBEHHBIX
KyJbTYp B DGHOIMHU U IpenocTaBieHne nHHOPMAIMH, KOTO-
pas MoXeT oMo4b (hepMepaMm H MOJIUTHKAM MOBBICHTH ypPO-
JKalTHOCTh CENIbCKOXO3NUCTBEHHBIX KYJIbTYp. B aTOM nccneno-
BaHNH ObLTa pa3paboTaHa MOAETH MPOTHO3UPOBAHHS YPOsKaii-
HOCTH CEJIbCKOXO3S5IIICTBEHHBIX KyJIbTYp Ha OCHOBE HCTOpHYC-
CKUX JIaHHBIX, KOTOpas BKJIIOYAeT Takue (pakTOphl, KaK THII
KYJIBTYpPbI, KOJIMYECTBO OCAaJKOB, TeMIlepaTypa, IUIOLalb
110ceBa, IPOU3BOACTBO U MECTUIIHIBL.

Cpenu anropuTMOB, PAaCCMOTPEHHBIX B 3TOM HCCIEIOBAHUM,
perpeccust ¢ YCKOPEHHEM T'PaJueHTa JOCTHIJIA CAMOTO BBICO-
koro 3HaueHust R-kBazgpaTta — 90% 1Mo CpaBHEHUIO C APYTUMH,
YTO CBMJETEIBCTBYET O €ro HawuiIydlled NpPOrHOCTHYECKOM
criocoOHocTH. OfHAKO B HMCCIIENOBAHUM TAKKe IPH3HAIOTCS
KOHTEKCTYaJIbHbIC IIPEUMYILECTBA APYTUX aJrOpUTMOB, HOJ-
YepKHBasi BAYKHOCTH BEIOOpA MOJEINeH, TTOAXOIIIINX ISl KOH-

KPETHBIX HaOOpOB AaHHBIX M Leneld. TouHocTh U G PEeKTHB-
HOCTb CEJIbCKOXO03{CTBEHHOTO IUIAaHUPOBAHUS M paclpeene-
HHSL PecypcoB B DQUONMH MOTYT OBITh 3HAYHUTENIBHO IOBBI-
IIEHBI 32 CYET WCIIOJB30BaHHUS METONOB MAIIMHHOIO 00yde-
HUS U TIPOTHO3MPOBAHUS IIPOM3BOJCTBA CEIHCKOXO3SH-

CTBEHHBIX KYJIBTYD.
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